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Abstract—Set measurements are fundamental in numerous
areas including network measurement, database queries, and
data mining. These measurements are typically executed on mul-
tisets. Existing algorithms optimize a specific set measurement
task, leading to sophisticated but narrowly focused solutions.
This specialization often results in inefficiencies when multiple
set measurement tasks are required simultaneously, consuming
excessive computational and storage resources.

This paper introduces DaVinci Sketch, a versatile sketch
designed to efficiently handle various set measurement tasks using
a single unified data structure. DaVinci Sketch employs a novel
approach by utilizing a dedicated structure to store frequent
elements, thereby reducing collisions among flows that have the
most significant impact on results. Remarkably, DaVinci Sketch
can simultaneously perform up to nine different measurement
tasks with a single data structure and a unified operation,
whereas other approaches typically support fewer tasks.

The experimental results demonstrate that DaVinci Sketch
achieves high accuracy across 9 measurement tasks. Further-
more, in multi-task scenarios, DaVinci Sketch significantly re-
duces the memory usage (by more than 59%) and achieves high
throughput (more than 23 times faster than other methods).

Index Terms—set measurement, database query, network mea-
surement, sketch algorithm

I. INTRODUCTION

Set measurements play a crucial role in data processing and
analysis. Whether it’s in database query [1], data mining [2],
[3], information retrieval [4], or network measurement [5]—[8]
fields, set measurements are an essential foundational tool.
In practical applications, sets are categorized into two main
types: single sets and multisets. A single set is a collection of
distinct elements where order does not matter and duplicates
are not allowed. For example, the set {a,b,c} is identical to
{c,a,b} because both contain the same elements regardless
of the order. On the other hand, a multiset extends the idea
of a set by allowing multiple occurrences of its elements,
essentially acknowledging the presence of duplicates. In a
multiset, while the order of elements still does not matter,
the count of each element is crucial. For instance, the multiset
{a,a,b,c} is different from {a,b,c} because the former includes
two occurrences of “a”.

This paper focuses on the measurements of multisets, as
single sets can be considered a special case of multisets
where the count of each element is limited to one. The
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measurements applicable to single sets are also applicable
to multisets. The set measurements encompass heavy-hitter
detection, element frequency measurement, heavy-changer de-
tection, element frequency distribution measurement, entropy
measurement, cardinality measurement, difference, union, the
cardinality of the intersection, the cardinality of the inner join,
and so on.

Previous advancements in set measurement algorithms have
been primarily centered on optimizing a specific type of set
measurement task, motivated by the demand for the efficiency
and precision in specific data processing scenarios. This spe-
cialization has led to the development of highly sophisticated
algorithms at specific tasks. For instance, JoinSketch [9]
focuses on only the cardinality of the inner join. CM Sketch
(Count-Min Sketch) [10] is highlighted for element frequency
measurement. Elastic Sketch [7] is capable of computing the
union across various sets. Heavykeeper [11] emphasizes the
measurement of heavy-hitter. In addition, LossRadar [12],
FlowRadar [13], and FermatSketch [14] focus on a limited
set of measurement tasks.

The trend towards specialization in previous solutions stems
from distinct research streams and conflicting optimization
goals. Existing work in set operations can be divided into
three main streams: the database domain, which addresses
tasks like cardinality of inner join, set union, cardinality
measurement, and heavy-hitter detection, and the network
measurement domain, which focuses on element frequency
measurement, heavy-changer detection, element frequency dis-
tribution, entropy measurement, and set difference (packet
loss detection). Additionally, theoretical research stream tar-
gets element frequency measurement. These efforts have not
produced unified algorithms for cross-domain problems. In
contrast, our approach unifies set operations across multiple
domains. Furthermore, each task has conflicting optimization
goals, making it difficult to generalize a single sketch that
performs well across all measurement types.

Under these circumstances, when various set measurement
tasks need to be performed, it is necessary to run multiple
algorithms simultaneously, leading to significant overhead.
Therefore, designing an algorithm capable of handling mul-
tiple set measurements is crucial. However, such algorithm
poses significant challenges.

First, designing an unified data structure to conduct
multiple set measurement tasks: In practical application



scenarios, multiple tasks are often conducted simultaneously.
For example, in the task of network traffic monitoring, it is
necessary to measure flow size (frequency) and flow cardinal-
ity, detect heavy hitters, analyze flow distribution, and take
the union of traffic measurement results when aggregating
information from different measurement points. Different set
measurement tasks often require different algorithms, and
different algorithms typically utilize different data structures.
In order to accommodate various tasks while conserving
storage and computational resources, it is necessary to employ
different algorithms on the same data structure.

Second, optimizing for element frequency distribu-
tion: In practical applications, the frequency of elements
within a dataset often follows a Pareto distribution, where
a small proportion of elements accounts for the major-
ity of occurrences. For example, in network traffic, as
shown in Figure 1, a small number of large flows !
dominate the bulk of the traffic, while many flows are
minor; in text processing, a few words occur very fre-
quently, while the majority of words appear infrequently.
The mixture of frequent and
infrequent elements is the key 100
source of estimation errors in 50F—’;

CDF

set measurement tasks, especially
those involving interactions be- %
tween frequent and infrequent el-
ements. It is crucial to appropri-
ately handle the conflicts between
elements.

To address these two challenges and bridge the gap, we
propose DaVinci Sketch, a versatile sketch for efficient and
comprehensive set measurement tasks. The novelty of DaVinci
Sketch over existing solutions lies in its unified insertion
process and query operations on a shared data structure, which
dynamically places elements with varying frequencies into
distinct data structures without requiring prior knowledge of
their frequency. The guiding principle behind this placement is
to use a dedicated structure for frequent elements, thereby re-
ducing collisions among those elements that most significantly
impact results. Furthermore, DaVinci Sketch extends existing
sketch techniques to support querying the cardinality of inner
join. Consequently, DaVinci Sketch can simultaneously mea-
sure up to nine different set measurement tasks using a single
data structure.

The contributions of this paper can be summarized as
follows:

Fig. 1: The distribution
of flow size.

o Methodological Innovation: We propose DaVinci Sketch
to handle up to nine different set measurement tasks
simultaneously.

« Theoretical Contribution: We prove the boundedness of
the measurement results.

o Experimental Comparison: We conduct extensive ex-
periments, demonstrating that DaVinci Sketch can achieve
up to 59% memory savings and over 23x speed improve-

Large flows mean the flows with a high frequency of an element.

ments in multi-task scenarios compared to traditional
approaches.

« Unification Across Domains: Existing work in set mea-
surements can be categorized into the database domain,
the network measurement domain, and theoretical re-
search. Our approach unifies the strengths across multiple
domains.

II. BACKGROUND
A. Problem Definition

The set measurement tasks we focus on are divided into
single-set and multi-set operations.

Let F and G be multisets with S and T' elements, respec-
tively. We represent a data element in a multiset by e;, where
D is the domain of all possible elements. Assume |D| = N,
such that D = {eg,,...,e€g,,..., €3, }. Within this context,
F=ler,...,¢€i,...,es] and G = [e],... €, ... ep], where
each element e; or e;- belongs to D. Note that the elements in
D are distinct, but those in F or G may not be.

For each multiset, we define a frequency vector: f for F,
as (fi,..., fis-.-,fn), and g for G, as (g1,...,Gi,---,gN)-
Here, f; and g; denote the frequencies of the element eg,
within F and G, respectively.

TABLE I: Set Measurement Tasks.

Category | Measurement Formula

Frequency {(ei, fi) | es € F}

Heavy-Hitter {e; € F1fi >0} or{e; | fi €Top k}
Single-Set | Distribution Histogram of f

Entropy H(F)=-— Zf\;1 Li log %’

Cardinality [{ei [e; € F}

Heavy-Changer | {e; | |fi — gi] > 0}

Difference F\NG={e; [e; € F,e; € G}
Multi-Set | Union FUG={ej[e; € Fore; €G}

Inner Join J=fOg= Zf\’:l fi9i

The set operations we support are shown in Table I. Single-
set operations include element frequency measurement, which
is the number of occurrences of each distinct element within
the multiset; heavy-hitter detection, which identifies elements
within a multiset whose frequencies exceed a predetermined
threshold, 6, or those that are among the most frequent
elements; element frequency distribution, which refers to the
distribution of frequencies across different elements; entropy
measurement, which provides insights into the randomness or
predictability of the set; and cardinality measurement, which
is the count of distinct elements within F. Multi-set operations
include heavy-changer detection, which detects streaming data
sets whose frequencies undergo significant changes between
two observations; difference and union operations; and the
cardinality of the inner join between two sets. All listed queries
stem from the element frequency problem. If new operations
can be transformed into this framework, additional queries (not
listed in Table I) may be supported in the future.

B. Sketch-Based Set Measurement Tasks

Sketches are a class of probabilistic data structures designed
to approximate various statistical characteristics of large-scale



datasets efficiently. These algorithms are particularly valuable
in big data contexts, where they facilitate the high-speed
processing and analysis of voluminous data streams. However,
to our knowledge, there is not yet a single sketch algorithm in
the literature that covers the majority of measurement tasks.
While various sketch data structures provide highly effective
approximations for processing large-scale datasets, most of
these algorithms are designed for specific statistical properties
or types of queries.

There are several lines of related work focused on specific
measurement tasks. For element frequency measurement, CM
Sketch [10] is the classical algorithm. Count Sketch [15] and
CU Sketch [16] improve the accuracy of CM Sketch, and
Count Sketch is unbiased, i.e. on average, it produces values
that are equal to the true parameter being estimated. Elastic
Sketch [7] divided the elements into heavy-part and light-
part. This adaptability leads to a higher accuracy in estimat-
ing statistical characteristics of skewed data distributions. To
adapt to characteristics of skewed data distributions, more
algorithms have been proposed, including variable counters
size [17]-[20], enlarged count range [21]-[23], multi-level
counters [24]-[32], multi-layer sketch [33], [34], frequency-
aware updating [35]. A line of previous works focus on heavy-
hitter detection [7], [36]-[41]. For the purpose of detecting
heavy-hitters, two primary methodologies are utilized, each
distinguished by its approach to managing temporal data: one
employs exponentially decaying weights [42]-[44], while the
other utilizes a sliding window mechanism [41], [45], [46].
These algorithms utilize a min-heap structure for the identifica-
tion of large flows. Heavy-changer detection is usually derived
from the heavy-hitters in the difference set. Element frequency
distribution can be calculated by Expectation-Maximization
algorithm in count sketch [47]. By leveraging the entropy
of traffic distributions, a broad range of network applications
can be facilitated, including anomaly detection, clustering
to uncover intriguing patterns, and traffic classification [16].
IMP [132] is the inaugural method developed to estimate
the entropy between each origin-destination pair. The AMS-
estimator [48] presents an algorithm that approximates the
empirical entropy of a stream of m values in a single pass.
Defeat [49] applies the entropy of the empirical distribution
of individual features to identify anomalous traffic patterns.
A lines of work for cardinality estimation are also proposed,
including MinCount [50], PCSA [51], LogLog [52], HLL [53],
Sliding HLL [54], HLL-TailCut+ [55], Refined LL [56] and a
sampling-based adaptive cardinality estimation [57]. To detect
significant changes between two consecutive time intervals,
various methods such as Fast Sketch [58], MV-sketch [59],
LD-sketch [60], Modular Hashing [61], Deltoid [62], Re-
versible sketch [63], and Group testing [62] are used. These
methods compute the difference sketch Sy = |So — S1|, where
S1 and S5 are the sketches recorded for the two consecutive
time intervals. Due to the linearity of sketches, the difference
between flows can be estimated by querying the result. To
calculate the difference and union of two sets, the algorithms
encode the element IDs. The LossRadar [12], FlowRadar [13]

Fig. 2: Hash collisions.

and FermatSketch [14] ingeniously encode IDs into their data
structures, thereby enabling operations such as set intersection
and union. This allows for the computation results to be
decoded. For cardinality of the inner join, the traditional
algorithms include AGMS sketch [64], [65] and Fast-AGMS
sketch [66]. They employ the count sketch to represent sets and
use the inner product of each row to calculate the cardinality
of the inner join. JoinSketch [9] separates frequency and
infrequency and achieves a higher accuracy.

Although previous algorithms can handle large and small
flows separately [7], [9], they have not been applied to
multiple tasks simultaneously. Implementing multiple tasks
simultaneously requires significant resource consumption and
space waste.

III. DaVinci Sketch
A. Rationale of DaVinci Sketch

We first analyze the causes of errors in set measurement
tasks, and then introduce the rationale of DaVinci Sketch based
on these causes.

The hash collisions can be classified into three types: (a)
hash collisions between frequent elements, (b) hash collisions
between frequent elements and infrequent elements, (c) hash
collisions between infrequent elements. Different types of hash
collisions impact the estimation errors of set measurement
tasks to varying degrees. We will analyze how different types
of hash collisions affect the result of set measurement tasks.

Consider a set F that consists of 6 distinct elements. The
frequency vector of F is

f=(f1,f ..., fs) = (1,1,1,1000, 1000, 1000),

where f; represents the frequency of the i-th element e;
(e; # e; # 0). We mainly consider the error of element
frequency estimation and the cardinality of the inner join.
The hash collision type is shown in Figure 2. If we calcu-
late f ® f, the original correct inner joins are calculated as
1x14+1x1+1x141,000x 1,000+ 1,000 x 1,000 +
1,000 x 1,000 = 3 + 3,000,000 = 3,000,003. Type (a)
collision errors significantly influence the results. As shown
in Figure 2, type (a) collisions cause a 50% error in the
frequency estimation of frequent elements (es, eg). The impact
on the cardinality of the inner joins is particularly significant;
elements e; and eg contribute 2,000 x 2,000 + 2,000 x
2,000 = 8,000,000, compared to the correct contribution
of 1,000 x 1,000 4+ 1,000 x 1,000 = 2,000,000. The

.. 8,000,000—2,000,000 L
error rate is =——5 555 Goa—— ~ 199.9%. Similarly, type (b)



collision errors affect both element frequency estimation and
the cardinality of the inner joins. Figure 2 illustrates that type
(b) collisions can cause a 1000-fold error in infrequent element
estimations and a 0.1% error in frequent element estimations.
The impact on the cardinality of the inner join is also sub-
stantial; for instance, elements es and e; would contribute
1,001 x1,00141,001 x 1,001 = 2,004, 002, compared to the
correct contribution of 1x141,000x 1,000 = 1,000, 001. The
error rate is W ~ 33.5%. Type (c) collision
errors have a minor impact. As depicted in Figure 2, type
(c) collisions change the frequency of elements e; and es
from 1 to 2. This minor change has little effect on the overall
estimation error of frequent element estimations (compared
to 1000-fold error of es). For the cardinality of the inner
join, the influence is negligible. Elements e; and e contribute
2 x 242 x 2 = 8, compared to the correct contribution of
1x141x1 = 2. The error rate is 5505g3 ~ 0.00019%. Given
the small impact relative to the contributions from frequent
elements, we conclude that type (a) and type (b) collisions
significantly influence accuracy, whereas the impact of type
(c) collisions is less critical. Therefore, to minimize errors,
the algorithm should focus on reducing the occurrence of
type (a) and type (b) collisions among frequent and infrequent
elements. Therefore, properly handling the collisions between
different elements can improve the accuracy of the algorithm.
We propose DaVinci Sketch to handle such collisions.

The key idea of DaVinci Sketch is to distinguish between
frequent and infrequent elements. As shown in Figure 3,
DaVinci Sketch consists of three components: the frequent part,
the element filter and the infrequent part. The frequent part
is a hash table used to record frequent elements and evict
infrequent elements to the element filter. The element filter
is a TowerSketch [67] to filter out infrequent elements and
insert larger infrequent elements 2 into the infrequent part.
This filter improves the algorithm by focusing on elements that
have moderate frequency. The infrequent part is a sketch data
structure to encode key and frequency of different elements.
To encode the keys efficiently, we employ Fermat’s Little
Theorem?. We also designed a cross-validation algorithm for
Fermat Sketch to improve accuracy. Upon inserting an element,
DaVinci Sketch prioritizes accumulation in the frequent part.
Should a more frequent element arrive and the frequent part
reaches its capacity, the least frequent element within it is then
evicted to other two parts. This ensures that the frequent part
primarily stores the most frequent elements, optimizing the
efficiency of set measurement tasks.

This three-part design separates frequent and infrequent el-
ements, ensuring that frequent and infrequent elements do not
collide, thus mitigating type (b) collisions. Besides, frequent
elements use a hash table to precisely store each element’s
frequency, alleviating type (a) collisions.

2Larger infrequent elements means the infrequent elements that are not
filtered by TowerSketch.

3Fermat’s Little Theorem states that if p is a prime number, then for any
integer a such that: @ #Z 0 (mod p), it holds that a?~1 =1 (mod p).

Equivalently, this can be written as a?~2 x a = 1 (mod p).

c
—

(eID, fent) | (eID, fent) | ecnt flag
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Fig. 3: Data structure of DaVinci Sketch.

B. Data Structure and Operations

1) Data Structure: As shown in Figure 3, DaVinci Sketch
consists of frequent part, element filter and infrequent part.

Frequent part (FP): The frequent part is a hash table of &
buckets and is associated with a hash function H(.). The i-th
bucket of the frequent part consists of evict counter FP[i].ecnt,
the evict flag FP[i]. flag and c entries. Each entry stores an
element ID FP[i][e].e/D and frequency FP[i][e].fcnt.

Element filter (EF): The element filter is a TowerSketch
consisting of m arrays. Each array consists of /; counters,
and is associated with a hash function g;(-). The size of each
counter in array E'F[i] is §; bits. The key difference between
TowerSketch and the CM sketch is in array configuration:
lower-level arrays have more, smaller counters, while higher-
level arrays have fewer, larger ones, following the principle
that set element frequencies are typically skewed, with fre-
quent elements being more numerous and infrequent elements
less so.

Infrequent part (IFP): The infrequent part is a counting
Fermat sketch. The sketch consists of d arrays. Each array is
composed of w buckets and is associated with a hash function
h;(.) and a random function (;(.). The bucket of the ith row
and jth column is made up of a infrequent ID [ F P[i][j].iID
and a infrequent counter I F P[i][j].icnt.

2) Operations: DaVinci Sketch supports three primary op-
erations: inserting an element, performing operations between
sets, and querying.

Insertion: When an element e is inserted, DaVinci Sketch
uses Algorithm 1 for insertion. Additionally, we list the four
cases in the algorithm separately (casel-case4).

Case 1: (lines 2—4 in algorithm 1) If bucket F'P[i] contains
element e, the counter of element fcnt will be increased by
1.

Case 2: (lines 5-8 in algorithm 1) If bucket F'P[i] does not
contain element e but there exists at least one empty entry, we
insert element e into an empty entry of bucket F P[i].

Case 3: (lines 9-16 in algorithm 1) If bucket F'P[i] does not
contain element e and it is full, we increase the evict counter



Algorithm 1: The insertion algorithm of frequent part.

Require: The element e.
1 44 H(e);
2 if e € FP[i] then
FPli]le].fent < FPli][e].fent + 1;
4 return;
s else if F'P[i] is not full then
6 FPli]le].fent + 1;
7 FPli]le].eid < e;
8
9

w

return;

else if F'P[i] is full then

10 FPli].ecnt < FPli].ecnt + 1;

1 if FP[i].ecnt > A X FPli][e]. fent then

12 insert (F'Pli][e].eid, F P[i][e].fcnt) to EF,
13 FPli]le].eid < e;

14 FPli][e]. fent < 1;

15 FP[i].flag < True;

16 return;

17 else

18 insert (e, 1) to EF;

19 return;

there are two cases depending on the key length. For the case
where the key is fixed-length and relatively short, we directly
use the existing approach, as binary encoding in memory
can be interpreted as numerical values, making non-numerical
elements able to undergo numerical computation. Algorithm 2
supports non-numerical items through hash functions and
modular arithmetic applied to their binary representation. For
the case where the key is variable-length and relatively long
(for example, exceeding the numerical representation range),
we first hash the key into a fixed-length fingerprint. The result
of the hash function can then be used for relevant numerical
computations. A separate mapping between the fingerprint and
the original key is maintained for query.

Performing operations between sets: Operations between
sets including union and difference of two sets. Each set is
represented by a DaVinci Sketch data structure. The result of
operations also is a DaVinci Sketch data structure.

Algorithm 2: The insertion algorithm of infrequent
part.

Algorithm 3: The union of the frequent part and
infrequent part.

Input: The element ID e, the element frequency cnt.
1 for i =1to ddo
2 J < hi(e);
3 IFPi][j].i1D < (IFP[i][j].¢ID + cnt x e) mod p;
4 IFP[i][j].icnt + IFP[i][j].icnt 4+ {;(e) x ent;

FPli].ecnt. If FPli].ecnt is larger than A x F P[i][e].fent,
element F'P[i|[e] is classified as an infrequent element, and we
evict FPli][e] and insert (F Pli][e].eI D, FPli][e].fent) into
the element filter.

Case 4: (lines 17-19 in algorithm 1) If bucket FP[i]
does not contain element e and it is full, we increment the
eviction counter FP[i].ecnt. If FP[i].ecnt is no larger than
A x FPli]le].fent, element e is believed to be an infrequent
element, and we inserted (e, 1) into the element filter.

To insert an element e into element filter, we first
calculate the m hash functions to locate m counters:
EFi[gi(e)], EF3lga(e)], ..., EF,,[gi(e)]. We call these coun-
ters the m mapped counters. Then, for each of the m mapped
counters, we update it by the element frequency unless it
is overflowed. To query the frequency of element e in the
element filter, we simply report the minimum value among
the m mapped counters. For an element e, the element filter
processes it as follows. First, we insert it into the element filter
and query the frequency of element e. Then, with the queried
element frequency, we decide whether to insert element e into
infrequent part according to a threshold 7T'. If the queried result
is larger the threshold 7', we insert the e to the infrequent part.
In other conditions, e is left in the element filter.

The insertion process of infrequent part is shown in algo-
rithm 2. To insert the element into the infrequent part, we
calculate the hash value of each array in infrequent part (lines
2—4 in algorithm 2). In each hashed bucket, we encode the
element id and element frequency, respectively (lines 3—4 in
algorithm 2). When we encounter non-numerical elements,

Input: The first set S, the second set Sa.
1 for i =1 to k do
2 foreach e € F'Pg, [i][.].eID N FPs,[i][.].eID do
3 TS.elD < e;
4 TS.fent <= FPg, [i][e]. fent + F Ps, [i][e]. fent;
5 topc + getTopcEntry(T'S U F Pg \rg[i] U FPg,\1s[i]);
6 FPli]g, .add(topc);
7 evictele < FPg \topcli] U FPg,\topelils
8 if evictele is not empty then
9 evict evictele to IFP;
f < True;
1 FPg, [i].flag < FPg,i].flag or FPs,li].flag or f;

12 for i =1 to d do

13 for j =1 to w do
14 J < hi(e);
15 IFPg, [i][j].iID <«
(IFPs, [i][j]4ID + I FPs,[i][j].iID) mod p;
16 IF Pg, [i|[j].icnt <

(IFPg, [i][j].icnt + I F Ps, [i][j].icnt) mod p;

17 return S,;

Union: The DaVinci Sketch data structure is distinctively
divided into the frequent part, the element filter and the
infrequent part. The process for calculating the union re-
sult considers these three parts independently. For element
filter, we can obtain the result by summing each row and
column of two tower sketch correspondingly. It is worth
noting that, in order to prevent overflow, only half of the
value range of the element can be used when performing
the union operation. Then, we calculate the results of the
frequent part (lines 1-11 in algorithm 3) and the infrequent
part (lines 12—17 in algorithm 3). It is noteworthy that there
is a difference between merging measurements after using
the union operation (denoted as union version) and directly
using a single measurement structure to measure the entire set
(denoted as original version) when analyzing the allocation
of elements. For example, an element may be in the frequent
part of the union version but not in the frequent part of the



original version. We conducted experiments on CAIDA data
to measure the distribution of frequent elements identified by
both the original version and union version (where we consider
the top « elements to be frequent elements, and « is the
capacity of the frequent part). The results showed that the F1
score for the original version was 0.73, while the F1 score for
the union version was 0.77. We also analyzed the proportion
of frequent elements that were not included in the frequent
part. For the original version, this proportion was 0.26, and
for the union version, it was 0.22. Since the union version
utilizes twice the space before merging, the frequent elements
are more likely to remain in the frequent part before the merge,
and the frequent part before merging is more likely to stay in
the frequent part after merging. Therefore, the union version
captures the frequent elements more accurately.

Difference: When calculating the difference set A — B
between sets A and B, previous approaches [12]-[14] pri-
marily addressed the case where A contains B (notated as
B C A). We also have extended this approach to accommodate
scenarios where A and B do not mutually contain each other.
For given sets (A = {a,a,b,d}) and (B = {a,b,b,c}), the
operation yields (A— B = {a, —b, d, —c}), where: The positive
sign (4) indicates elements that are present in set (A) but not
in set (B). The negative sign (—) indicates elements that are
present in set (B) but not in set (A). In line with this method-
ology, we describe set difference algorithm. The element filter
of the result can be calculated by subtracting each row and
column of the two sketch data structures correspondingly. The
algorithm for computing the difference between the frequent
part and the infrequent part of two sets is similar to the union
algorithm, except that addition is replaced with subtraction.

Querying: We support query operations for element fre-
quency measurement, heavy-hitter detection, cardinality mea-
surement, element frequency distribution, entropy measure-
ment, heavy-changer detection and cardinality of inner join.
Additionally, set union and set difference are operations
involving two sets, and queries can be performed on the
resulting sets after these operations. The element frequency
measurement is described in Algorithm 4. The heavy-hitter
detection algorithm simply adds a threshold check based
on the frequency measurement. The cardinality measurement
algorithm calculates the cardinality for different parts of the
DaVinci Sketch and then combines the results from these parts.
The cardinality in the frequency part is obtained directly,
while the linear counting algorithm [68] is applied to compute
the cardinality in other parts. Duplicates are then removed
based on the flags in the frequency part. The frequency
distribution is estimated by decoding the frequency results and
counting how many elements correspond to each frequency,
iteratively refined using the EM algorithm [47]. The entropy
measurement is calculated by applying the frequency results to
the entropy formula, and heavy-changer detection is performed
by subtracting the DaVinci Sketch of two time windows and
conducting heavy-hitter detection on the resulting sketch. The
query of the cardinality of the inner join is described in the
following text of Section III-B2. Since heavy hitters, heavy

changers, as well as the measurement of element frequency
distribution, entropy, and cardinality, are all based on querying
element frequency, the cardinality of the inner join is calcu-
lated separately. In the following sections, we primarily focus
on querying element frequency and the cardinality of the inner
join.

Algorithm 4: The element frequency querying algo-
rithm.
Data: The element e.
i+ H(e);
if e € F'P[i]| and FPi|.flag is False then
cnt < FPli]le]. fent;
L return cnt;

B oW N o=

n

else if e € FP[i] and FP[i].flag is True then
6 | ent < FPli]le].fent;

7 else if e ¢ F'P[i] then

L cent = 0;

9 elemap < Decode ();
10 if elemaple] is not empty then
1 | return elemaple] + cnt + T

12 else

13 Initiate counter array eccounters;

14 for i < 1 to m do

15 | eccounters[i] <— EF[i][gi(e)];

16 if minimum(eccounters) > T then

17 Initiate counter array ifpcounters;

18 for i < 1 to d do

19 | ifpcounters[i] <— IF Pli][hi(e)];
20 return cnt + minimum(ifpcounters) + T
21 else

» | return minimum(eccounters);

Element frequency: Algorithm 4 outlines the procedure to
query the frequency of an element e. The query process is
consisted of two steps, i.e. querying the frequent part and the
infrequent part. The algorithm begins with hashing the element
to determine its location ¢ within the frequent part of the data
structure. If e is found in F'P[i] and the flag at this location is
False, indicating no need for further querying, the frequency
cnt of e is directly returned (lines 2—4 in algorithm 4). If e
is present in F'P[i] but with a True flag, or if e is not found
in FP[i], additional steps are taken to accurately compute its
frequency (lines 5-8 in algorithm 4).

For elements not directly found or requiring further query-
ing, the algorithm initiates a decoding process through the
decode function to identify any additional contributions to the
element’s frequency from the infrequent part of the data struc-
ture. If the process decodes the frequency of e, the frequency is
added to cnt (Lines 9-12 in algorithm 4). If decoding process
does not reveal the frequency of e, the algorithm employs
a minimum computation of selected counters from element
filter and a median computation of infrequent part. If the
query result from element filter is larger than the threshold,
the algorithm returns the sum of the frequency count plus 7'
ent + T, otherwise, return the result from element filter (lines
13-22 in algorithm 4).

Algorithm 5 describes the procedure for decoding the fre-
quencies of elements within the infrequent part. The decode



Algorithm 5: The decode algorithm.

1 Function canDecode (4,7):

2 e « IFP[i][j]4ID x IFPli][j].icnt’?=?) mod p;
3 return (j == h;(e) and Querygr(e) > T) or
| (G ==hi(p—e) and Querypr(p—e) > T);
4 Function Remove (IFP[i][j], [FP[][5']):
5 FP[i][j].icnt < FPli][j].icnt — IF P[i'][§'].icnt;
6 | FPi|[j].iID « FP[i|[jl.iID — IFP[#][;"].iID mod p;
7 Function Decode (IFP):
8 Initiate empty queue queue;
9 Initiate empty map elemap;
10 for i =1 to d do
11 for j =1 to w do
12 if IF P[i][j] is not empty then
13 | queue.enqueue(IF Pli][5]);
14 while queue is not empty do
15 IFP[i][j] + queue.dequeue();
16 if canQuery(i, j) then
17 e « IFPJi|[§].iID x IFP[i][j]-icnt?=2) mod p;
18 if j == h;(e) then
19 elemaple] = elemaple] + I F P[i][j].icnt;
20 rmkey = e;
21 else
2 elemaple] = elemaple] — IF Pi][j].icnt;
23 rmkey = p — e;
2 for i/ =1 to d do
25 Remove(I F P[i'][h; (rmkey)], I F P[i][5]);
26 if IFP[i'][h; (rmkey)] # O then
27 | queue.enqueue(I F P[i'][h; (rmkey)));
28 return elemap;

algorithm is crucial for accurately determining element fre-
quencies that are not directly stored in the frequent part.

The canDecode function (lines 1-3 in algorithm 5) cal-
culates an element’s decoded value, subsequently determin-
ing its validity based on predefined hash functions. Accord-
ing to Fermat’s Little Theorem, e equals [F Pli][j].iDx
IF PJi][§].icnt®?=2) mod p. If the decoded id e can be re-
hashed to the same position, indicating the element is correctly
decoded. In addition, because the element in infrequent part is
evicted from the element filter, which has the threshold 7, the
frequency in element filter is used for cross-validation. Such
double verification is intended to ensure a higher decoding
rate. Note that we validate both e and p — e for the set
difference operation. This is essential because any negative
equivalent, such as —e, will be adjusted to p — e by the
modular operation, ensuring all values within the appropriate
range defined by the modulus p. This careful consideration
prevents errors in the identification process by accounting for
the cyclic nature of modular arithmetic.

The remove function adjusts the infrequent part structure
(lines 4-6 in algorithm 5). The adjustments are made to the
count (icnt) and identifier (¢1.D) of elements.

The decode algorithm is shown as lines 7-28 in algorithm 5.
Initially, it initiates a queue with all non-empty elements in
infrequent part. Subsequently, through an iterative process
involving the canDecode and Remove functions, the algorithm

updates an element map (elemap), accruing decoded elements
alongside their corresponding counts. At last the element
counter map elemap is returned.

The cardinality of the inner join: To calculate the cardinality
of the inner join, we decompose the cardinality of the inner
join into multiple parts and calculate the cardinality of the
inner join for each part separately. We define the frequent
vector as fr = (fr1, fr2,.---,fFNn), © = 1,...,N. This
vector represents frequencies of elements in the frequent part.
The infrequent vector is denoted as f; = (fr1, fr2,..., fIn),
capturing frequencies of elements recorded in the infrequent
part. The filter vector is denoted as fr = (g1, fE2,---, fEN)-

The composition of these vectors f, f; and f;; encapsulate
the partial frequency vectors for elements recorded in their
respective parts. The aggregate frequency vector f is a sum
of the frequent, infrequent, and element filter, expressed as
f = fp+£;+f5. Assuming another dataset’s frequency vectors
are g, g7, and gg, the cardinality of the inner join of F, and
G, denoted by J, simplifies the calculation of join operations
as follows:

J=fog
= (fr +fr +fr) © (gr + 81 +8E)
=frOgrt+frOgr+frOge
+fHO0gr+f1Ogr +f1 O gE
+frOgr+fEOgr +fEOgr
=Jrr+JIr1+JIre +J1r +J11 +J1E +JEF +JET +JEE-

This formula highlights the method to compute the contri-
butions of the interactions between the frequent, infrequent,
and element filter parts across two sets (F'Ps, and F'Ps,).
The join result, denoted as J, is dissected into nine principal
COIIlpOIlGIltSZ JFF, JF[, JFE" J]F, J[], J]E, JEF’ JE], and
Jer. These components elucidate the interactions between
the frequent, infrequent, and element filter parts of each set.
Specifically: J g is calculated by iterating through each ele-
ment e located in the intersection of the frequent parts of both
sets, multiplying their frequency counts F'Ps, [H (e)][e]. fent x
FPs,[H(e)][e]. fent, and accumulating this product to the join
result. Jrp, Jgr, Jrpr and J;p capture the cardinality of
the inner join stemming from the interactions between the
frequent part of one set and the infrequent part or element
filter of the other. For Jpj, each element e in the frequent
part of S; and S;. Because we can obtain element key from
the frequent part, the frequency of other part can be directly
queried. The result can be obtained by multiplying the two
values. For J;r and Jg;, we use the same hash function for
the row of the infrequent part and the element filter, and the
number of buckets are either equal or multiples of each other.
When calculating the cardinality of the inner join, we fold the
array with the larger number of buckets, and then perform
multiplication and addition at corresponding positions. For
Jrr, and Jgg, we can obtain the result by performing the
dot product at corresponding positions and then calculating
the average across different rows.

3) Analysis of Time Complexity: Let Prp denote the prob-
ability that element stays in the frequent part, Prpr the prob-



ability it stays in the element filter, and P;rp the probability
it stays in the infrequent part.

The frequent part is a multi-bucket hash table, where the
access complexity is ¢ 4+ 2 (accessing c buckets + one access
to ecnt + one access to flag). The element filter is an m-layer
TowerSketch, with an access complexity of m. The infrequent
part is a Fermat sketch, with the complexity of inserting and
fast querying (using a count-sketch style query in Counting
Fermat sketch) being d, and the full decoding complexity is
wd? [14]. Thus, the time complexity for inserting and fast
querying an element is given by O(c + m + d) as follows:
Prpx(c+2)+Pgpx(c+2+m)+Prpp X (c+2+m+d) =
(Prp + Per + Prrp)(c+2) + (Per + Prrp)m + Prppd.

For better visualization of the actual complexity in practice,
we conducted tests with d = 3, m = 2, and ¢ = 7, and
as shown in Figure 8a, the average memory access (time
complexity) of our algorithm was 6.68, which is significantly
lower than that of the compared algorithm, which was 29.47.
Additionally, if full decoding is required, the time complexity
becomes O(c +m + wd?).

IV. THEORETICAL ANALYSIS

Since all the tasks are based on the measurement of frequen-
cies, we will derive the error bound related to frequencies, and
other errors are similar. The frequency of element in DaVinci
Sketch consists of three parts, frequent part, element filter and
infrequent part, i.e. f = frp+fer+ frrp, where f represents
the total frequency of an element, frp represents the frequent
part of the element, fppr represents the element filter, and
frrp represents the infrequent part of the element.

frp part is a hash table which accurately records the
element frequency. The infrequent part accurately estimates
the decoded element frequency. And for undecoded element
frequency of infrequent part and all element frequency of
the element filter, DaVinci Sketch gives rough estimates of
element frequency. From this perspective, the frequency can
also be expressed as a composition of the precise part and the
rough estimates of element filter and infrequent part. Thus, the
frequency estimation of each element can be refined as:

I = fre + fEE + e + for. (1)

To better complete the proof, we first consider a one-

dimensional basic structure, namely an counter array A of

length R, is associated with a hash function 6(.) and a random

function ¢(.). When an element e arrives, the corresponding

counter is updated as A[f(e)] < A[f(e)] + ¢(e) x 1. When
querying, DaVinci Sketch returns A[f(e)].

Lemma 1. The frequency estimation for element e is fe, then
fe is unbiased, i.e. E(f.) = fe.

Proof.
fo = Z (To(y=oce) - fi - 0(5)) - d(e)

J

= (fe- (@) + X (BT ey i 00) - 0(0)) -
The indicator function/ denoted as I, is a function that
evaluates a given condition. It returns a value of 1 when the

(@)

condition is true and 0 when the condition is false. Notice
that, ¢(e) = 0 as the expected value of an even distribution is
the sum of the values divided by the number of values, which
in this case is 0. In addition, E(¢(e)?) = 1 as ¢(e)* — {1}.
Knowing these expectations, we wish to calculate E(f,.), the
expectation of the estimator for f,:

E(fo) = (f.- E(6(e)?)) +
> (B (B o) - E6G) - E@E)). @

By knowing ¢(e) = 0, we simplify the equation to:

E(fe) = fe- E(8(e)’). “
Since E (¢(e)?) = 1, our final result becomes:
E(fe) = fe. ®)
O
Lengma 2. The variance of the frequency estimation Al is
[IAllz
72

Proof. Consider the variance of the estimated frequency fe:

Var(7) = B | (7~ £)'] ©®

B 2
- (ZH?SQh‘e>-fj~¢(j)-¢(e))] ™)

=E ZH?-f§-¢(j>2~¢>(e)2] ®)
i
+E Y Ll f5- fr-0G)ok) - d(e)* | . )
oo
By knowing that, E@%f):h(e)) = %, ¢(e) = 0 and
E (¢(e)?) = 1, the variance simplifies to:
=y 2 p2| 1N e LIFIB
Var(fo) =B |\ D L | = > f="5% (10

j#e J#i

where || F||3 represents the L?-norm squared of the frequency

vector f, excluding the frequency of element e itself. O

Lemma 3. Given an error tolerance probability of %, the error
bound for frequency estimation of the basic structure is given

by:
[k 1

Proof. We use Chebyshev’s inequality to prove this lemma:

fe—fe (11

Pr (|X — B(X)| > x/Eo) < % (12)

o~

And according to Lemma 2, where o = 4/ Var( f.), substitut-

ing into Chebyshev’s inequality yields:
|k 1

fe = fe (13)

O



A. Error Analysis of DaVinci Sketch

Theorem 1. Given an error tolerance probability of %, the
error bound for frequency estimation of the DaVinci Sketch is
given by:

f—error; < f < f+errori + |Fer|, (14)

7

1=t
errory = L||F Il
1=1/ Ropp 1 F1EPll2:

where R is the length of selected array in element filter and

Ripp is the length of count Fermat sketch. Fpp and Frpp
are the elements frequency in the element filter and infrequent
part.

15)

Proof. To calculate the error bound of frequency estimated by
DaVinci Sketch, we decompose the error bound of frequency
estimation according to Equation 1. Then, We calculate the
error bound of each component and sum up t@\results.
Because the frequency estimations for fp\p and fhrecise are
accurate, they are error-free.

Error[f] =

—

Error| ﬁi’;gh} + Error[f/E;]. (16)

The frequency of infrequent part is queried by d basic
structures and our algorithm returns the median of each
queried results. According to Equation 13, the error bond of
infrequent part is:

—
Rough < fRough

Rough
—error1 < frpp IFP

IFP + erroriy.

a7

For element filter which uses count min update, we use the
error bound in [67]. Let 59 = 0. Note that g < d; < --- < 6,
Given an arbitrary element e;, without loss of generality, we
assume its real frequency f; satisfies 2%-171 < f; < 2%¢—1,
where 1 < t < m. Let n. be the number of elements and
fs be the sum of the frequency sizes of all elements, i.e.,
fs = IIFerl1 = 2252, f;. Given an arbitrary small positive
number €, when f; +€- f, < 29:=1 the estimation error of
element e; is bounded by Pr{f; < f]+e fs} > 1-T1¢

1=t g-w; *

Let k =[], - w; and we can get &€ = —%—.

Hi:t Wi

“Roudl k
0 < fRouqh < fRough S HFEF”l (18)
[Tz, wi
For DaVinci Sketch:

f—errory < f < f+ error, + |Fer||- (19)

i=t i
O
Theorem 2. Given an error tolerance probability of %
the biasedness of frequency estimated is bounded by

Hd o FeeL.

Proof. According to theorem 1:

f—error1 < f < fHerrori + —g—— |Fer||- (20)
i=t i

The biasedness of the estimated frequency is bounded by

Hd —||FeF|1. The element filter employs small counters

and ' large number of buckets, i.e. w; is large. And element

filter keeps infrequent element, i.e. | Frr||1 is small. Hence,

the unbiased bound Hdk —|[[Fgrl[1 is very small. O

V. EXPERIMENTAL RESULTS

In this section, we first introduce the experimental setup,
then use micro-benchmarks to test the accuracy of DaVinci
Sketch across different set operations. Finally, in the Overall
Performance section, we comprehensively test the performance
and throughput of DaVinci Sketch when handling multiple
overall performance tasks simultaneously.

Dataset: We conduct the evaluation using three real-world
data traces:

(1) CAIDA [69] is an anonymized IP trace stream collected
in 2019 from the Center for Applied Internet Data Analysis
(CAIDA). This dataset provides valuable insights into Internet
traffic, enabling researchers to study network performance,
security, and usage patterns.

(2) MAWI [70] serves as a comprehensive database de-
signed to aid researchers in evaluating traffic anomaly detec-
tion methods. This resource provides a collection of labels
identifying traffic anomalies within the MAWTI archive.

(3) TPC-DS [71] is widely recognized as the industry
standard benchmark for evaluating the performance of decision
support solutions, including big data systems. It captures
various essential elements of a decision support system, such
as query processing and data maintenance tasks.

Table II summarizes the characteristics of these datasets,
including the number of packets, the number of flows, and

cardinality.
Y TABLE II: Dataset statistics

Datasets # of packets # of flows cardinality
CAIDA 2,472,727 109,642 109,642
MAWI 2,000,000 200,471 200,471
TPC-DS 4,903,874 1,834 1,834

Platform and implementation: Our evaluations are con-
ducted on a single server equipped with an Intel(R) Core(TM)
i9-10980XE CPU, operating at a base frequency of 3.00 GHz,
capable of reaching up to 4.80 GHz under maximum load.
This CPU comprises 18 cores and 36 threads, supported by
a substantial 24.8MB L3 cache and 18MB of L2 cache,
ensuring high performance and responsiveness. All algorithms
are implemented in C++ and compiled using g++ version 7.5.0
on Ubuntu, optimized with the -O3 compiler flag for maximum
efficiency. The hash functions utilized are Bob Hash, known
for its speed and effectiveness in data handling. The full
implementation of DaVinci Sketch has been open-sourced for
community use and further development [72].

Metrics: The evaluation of the algorithm involves various
metrics, each serving a unique purpose in assessing perfor-
mance.

Average Relative Error (ARE) is defined as ARE =
|Q‘ > fieq ‘UIU u , where (2 represents the set of all elements,
v; the true size of element e;, and 9; its estimated frequency.
In contrast, Average Absolute Error (AAE) can be defined as
AAB = 1 ¥ seq v — 8l

Fi Score calculates as F) Score = %, with PR
(Precision Rate) indicating the ratio of correctly reported
instances to all reported instances, and RR (Recall Rate) being
the ratio of correctly reported instances to all correct instances.



Relative Error (RE) is determined by RE = w’

contrasting the true and estimated statistics, Tru and E'st,
respectively.

Weighted Mean Relative Error (WMRE) is articulated as
WMRE = 72}1 (‘T:: il with » marking the maximum

i=1 2
element frequency and n;, n; the true and estimated numbers
of frequency of element 4.

Throughput (Mpps) denotes the processing speed, measured
in million packets per second.

Setup: We compare our algorithm with fifteen algorithms in
ten tasks: Hashpipe, ElasticSketch, CocoSketch, FCM-sketch,
CM, CU, CountHeap [73], UnivMon, MRAC, FlowRadar,
LossRadar, Fermat, JoinSketch, F-AGMS and SkimmedS-
ketch. For heavy-hitter detection and heavy-changer detection,
we set their thresholds A, and A, to about 0.02% and 0.01%
of the total packets respectively. The configurations of these
competitors are recommended in the literature.

A. Micro-benchmarks

In this section, we primarily conduct experiments to com-
pare the performance of DaVinci Sketch in various set mea-
surement tasks against other algorithms. The experimental
results for the CAIDA, MAWI, and TPC-DS datasets are
shown in Figure 4, Figure 5, and Figure 6, respectively.

Element frequency estimation: For CAIDA dataset, as
shown in Figure 6a, DaVinci Sketch demonstrates a higher
accuracy than other algorithms. Utilizing only 200KB of
memory, the Average Relative Error (ARE) of DaVinci Sketch
is significantly smaller, being 23.1 times, 15.2 times, 7.4 times,
and 9.9 times smaller than that of CM, CU, Elastic, and FCM,
respectively. The result of MAWI dataset is similar, and the
TPC-DS dataset shows instability of results due to the small
number of flows. We also conducted experiments on AAE,
but due to space limitations, we have only included the AAE
for element frequency estimation, as shown in Figure 7c. The
results show that the AAE performance of DaVinci Sketch is
also better than existing algorithms in most cases.

Heavy-hitter Detection: For CAIDA dataset, as shown in
Figure 6b, experimental results indicate that DaVinci Sketch
achieves comparable accuracy with HashPipe and elastic
sketch. Additional, DaVinci Sketch has a higher accuracy than
other algorithms. With only 200KB of memory, the F1 score
of DaVinci Sketch is 99.7%, while that of Coco and UniMon
is lower than 99%. The result of MAWI dataset is similar, and
the TPC-DS dataset also shows instability in the results due
to the small number of flows.

Heavy-changer Detection: For CAIDA dataset, as shown
in Figure 6c, the DaVinci Sketch achieves a higher accuracy
than other algorithms in detecting heavy changes. With just
200KB of memory, DaVinci Sketch achieves a 100% F1 score,
surpassing the performance of other algorithms which remain
below 97.0%. The results of MAWI and TPC-DS datasets are
similar.

Cardinality Estimation: For cardinality estimation of
CAIDA dataset, as shown in Figure 6d, DaVinci Sketch signifi-
cantly outperforms other algorithms. With 200KB of memory,

the Relative Error (RE) of DaVinci Sketch is much lower, being
0.00021, 109.9 times, 262.3 times, and 361.3 times smaller
than UnivMon, Elastic, and FCM, respectively. The results of
MAWTI and TPC-DS datasets are similar.

Element frequency distribution For CAIDA dataset, as
shown in Figure 6e, DaVinci Sketch achieves comparable
accuracy with Elastic sketch and MRAC. Besides, DaVinci
Sketch outperforms FCM. When using 600KB of memory, the
Weighted Mean Relative Error (WMRE) of DaVinci Sketch
is notably lower, being 0.018, 2.4 times, 3.4 times and 2.2
times smaller than Elastic, FCM and MRAC, respectively. The
results of TPC-DS dataset are similar. And for MAWI datasets,
DaVinci Sketch is comparable to the optimal algorithm.

Entropy Estimation: For CAIDA dataset, as shown in
Figure 6f, DaVinci Sketch shows a higher accuracy than other
algorithm in entropy estimation. With 600KB of memory, the
ARE of DaVinci Sketch is an impressive 0.000229417, 53.2,
20.3, 12.4, 6.1 times smaller than that of UnivMon, Elastic,
FCM and MRAC. The results of TPC-DS dataset are similar.
And in the MAWI datasets, DaVinci Sketch is comparable to
the optimal algorithm.

Union: To experimentally evaluate the union operation of
two sets, we first compute the union and then calculate the
frequency to assess the union operation. For CAIDA dataset,
as shown in Figure 6g, DaVinci Sketch demonstrates a higher
accuracy than other algorithms. Utilizing only 200KB of
memory, the Average Relative Error (ARE) of DaVinci Sketch
is significantly smaller, being 1.8 times and 1.9 times smaller
than that of Elastic and Fermat, respectively. The results of
MAWTI and TPC-DS datasets are similar.

Difference: To evaluate the difference operation, we first
compute the difference of two sets and then evaluate the
accuracy of frequency measurement. We test two scenarios:
subtracting half of the set from the whole set (inclusion
difference, Figure 6j) and subtracting the last two-thirds
from the first two-thirds (overlap difference, Figure 6h). The
DaVinci Sketch demonstrates superior accuracy compared to
other algorithms in handling inclusion differences. With just
200KB of memory, the Average Relative Error (ARE) of
DaVinci Sketch is significantly reduced, being 23.8 times
smaller than FlowRadar, 2.9 times smaller than LossRadar,
2.9 times smaller than Fermat. The results of MAWI and
TPC-DS datasets are similar. Similarly, for overlap differences,
the DaVinci Sketch also exhibits a higher accuracy than
comparative algorithms. Utilizing the same memory allocation
of 200KB, the ARE of DaVinci Sketch is substantially lower,
amounting to 1.4 times less than FlowRadar, 1.1 times less
than LossRadar, and 1.1 times less than Fermat. And for the
results of MAWI and TPC-DS datasets, DaVinci Sketch also
has the best performance.

The cardinality of the inner join: For CAIDA dataset,
as shown in Figure 6i, DaVinci Sketch shows comparable
accuracy with JoinSketch and outperforms Skimmed and F-
AGMS in calculate the cardinality of the inner join. With
600KB of memory, the ARE of DaVinci Sketch is 29.7, 29.8
times smaller than that of Skimmed, Elastic and F-AGMS.



1.0 =3 &

—o- Ours 1.0 ;:9:4:9:@ o—= g
Elastic W = ggﬁ = gg;:
. & FCM 08 08 —o- Ours 008 _ UnivMon 06 Elastic
—~— CMSketch [ _o- Ours o -5 FCM Elastic w —— MRAC
w — CUSketch | Elastic 806 - UnivMon w % x
< ® 06 —=-FCM [ CountHeap [4 =04
2 b —— UnivMon T 04 Elastic 0.04 =
i c
T o — on T 02
0 —»— CountHeap /
200 300 400 500 600 200 300 400 500 600 0o 200 300 400 500 600 0.00 200 300 400 500 600 o 200 300 400 500 600
Memory (KB) Memory (KB) Memory (KB) Memory (KB) Memory (KB)
(a) Element frequency esti- (b) Heavy hitters. (c) Heavy changers. (d) Element cardinality. (e) Element frequency dis-
mation. tribution.
01 —o- Ours 10 3 —o- Ours 8 —o- Ours 0.005 —o- Ours
- FCM ¢ LossRadar —¢ LossRadar Skimmed
0.8 —w— UnivMon 08 12 —#— FlowRadar 6 — EIothadar 0.004 ¢ S-A(;Smks‘ .
0.06 Elastic w —o- Ours oy —o— Fermat w —o— Ferma W 0,003 oinSketc
I&J —— MRAC © Elastic x© @4 4
0.04 ‘V\V\V—__g\V <6 —o- Fermat < 10 < < 0002
2
0.02 0.001
0.9
o :lw; 04 G\S\S\S\e D e — o 0.000 © o
260 300 400 500 600 200 300 400 500 600 200 300 400 5060 600 200 300 400 500 600 200 300 400 500 600
Memory (KB) Memory (KB) Memory (KB) Memory (KB) Memory (KB)
(f) Entropy. (g) Union of two sets.  (h) Difference of two sets (i) Difference of two sets (j) The cardinality of the
(overlap difference). (inclusion difference). inner join.
Fig. 4: Experimental results of CAIDA dataset.
-~ Ours 1.0 10— 010 —o- Ours
Elastic A o Cure 08 5 FCM
3 -~ FCM 0.8 0.08 _s— UnivMon Elastic
—~— CMSketch @08 _o- Ours o Elastic w 0.6 —— MRAC
u —+— CUSketch 8 Elastic 8 Ours 0.08 x
¥?2 o 006 -o- £
< o —5- FCM » -5~ FCM 0.4
b —— UnivMon b —— UnivMon =
1 —< Hashpipe 04 —5— CountHeap 02
—o— Coco Elastic
o 04 —»— CountHeap 0.2 —o- Coco 0 .
200 300 400 500 600 200 300 400 500 600 200 300 400 500 600 200 300 400 500 600 200 300 400 500 600
Memory (KB) Memory (KB) Memory (KB) Memory (KB) Memory (KB)
(a) Element frequency esti- (b) Heavy hitters. (c) Heavy changers. (d) Element cardinality. (e) Element frequency dis-
mation. tribution.
0.06 —o- Ours 10 30 —o- Ours 1.0 B3
—=- FCM ¢~ LossRadar = g-uAr(ssMS
—v— UnivMon 08 —«— FlowRadar 0.9 . JoinSketch
0.04 Elastic o 20 —e— Fermat —o- Ours 1.0 \
w —— MRAC wos o Rt w W 5| ¢ LossRadar w
[ < F as Ict < < 08} ', FlowRadar 4
04 =6- Ferma 10 —o— Fermat < 05
0.7
02 e\s\e\g\e
S\S\S\e‘e 0 06 00 S\e—e—e—e
200 300 400 500 600 200 300 400 500 600 200 300 400 500 600 200 300 400 500 600 200 300 400 500 600
Memory (KB) Memory (KB) Memory (KB) Memory (KB) Memory (KB)
(f) Entropy. (g) Union of two sets.  (h) Difference of two sets (i) Difference of two sets (j) The cardinality of the
(overlap difference). (inclusion difference). inner join.
Fig. 5: Experimental results of MAWI dataset.
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Fig. 6: Experimental results of TPC-DS dataset.
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And for the results of MAWI and TPC-DS datasets, DaVinci
Sketch has the best performance.

B. Overall Performance

In the evaluation of overall performance, we employ the
DaVinci Sketch to execute a multitude of measurement tasks.
We compare its results with those of a combination of state-of-
the-art algorithms for each measurement task, which achieve
comparable or lower * accuracy for the same tasks. We
refer to the algorithm that combines multiple algorithms to
achieve the same functions and accuracy as the Composite
Set Operations Algorithm (CSOA). The accuracy of different
tasks is shown in Table III. We tried different comparison
algorithms and finally selected three algorithms based on
a comprehensive consideration of the number of algorithms
(choosing as few comparison algorithms as possible) and the
accuracy of the algorithms (choosing comparison algorithms
with as high accuracy as possible). The CSOA consists of
three algorithms: FCM for element frequency, heavy-hitter
detection, heavy-changer detection, cardinality measurement,
element frequency distribution, and entropy measurement.
Fermat Sketch for set difference and union operations. JoinS-
ketch for the cardinality of the inner join.

We primarily analyze the average memory access, through-
put and the memory savings of DaVinci Sketch while achieving
the same accuracy for different set operations. We use the
CAIDA dataset in the experiment of overall performance.

Average Memory Access: The experimental results of
Average Memory Access (AMA) ° are shown in Figure 8a.
As the memory increases, the number of memory accesses
for both DaVinci Sketch and CSOA decreases because more
elements are stored in the frequent part and CSOA also
features a structure similar to the frequent part in some of
its algorithms. On average, the number of memory accesses
for DaVinci Sketch is 22.60% of that for the CSOA algorithm.

TABLE III: Accuracy under different cases.

Frequency | HH | HC | Card | Distribution | Entropy | Union | Difference | Inner join
Case 1 2.7 0.93]0.84|0.0043 0.58 0.054 | 0.85 1.4 0.31
Case 2 1.2 0.9810.95[0.0036 0.33 0.031 | 0.73 1.1 0.27
Case 3 0.67 0.99]0.9710.0022 0.26 0.022 | 0.66 0.96 0.56
Case 4| 045 0.99]0.98 0.0034 0.23 0.017 | 0.62 0.88 0.33
Case 5 0.16 1.00 | 1.00]0.0059 0.12 0.0068 | 0.50 0.77 0.044
Case 6/ 0.081 [0.99]1.00]0.0082 0.063 0.0033 | 0.42 0.71 0.035
Case 7| 0.046 |1.00[1.00] 0.012 0.034 0.0017 | 0.36 0.68 0.018
Case 8] 0.027 [1.00[1.00] 0.015 0.017 0.00080] 0.30 0.66 0.0083
Case 9] 0.017 [1.00[1.00] 0.017 0.010 0.00040| 0.26 0.64 0.0054

4Some algorithms cannot achieve our level of accuracy.

5The AMA is defined as the total number of memory accesses divided by
the total number of insertions.

Throughput Analysis: As shown in Figure 8b, we can
see that DaVinci Sketch demonstrates higher throughput than
CSOA. In case 4, the throughput of DaVinci Sketch is signifi-
cantly higher, being 3.9 (Mpps), 111.9 times higher than that
of CSOA. In case 9, which is our worst case, the throughput
of DaVinci Sketch is 2.4, being 22.1 times higher than that of
CSOA.

(a) Average memory access.
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Fig. 8: Experimental results of overall performance.

Memory Savings: We evaluate the memory consumption
and memory percentage © of each algorithm across different
cases. DaVinci Sketch consistently shows superior memory
savings. As illustrated in Figure 8c, DaVinci Sketch outper-
forms CSOA in terms of reduced memory consumption. In
case 2, the memory savings of DaVinci Sketch are particularly
significant, reducing 660 KB of memory, which is 7.03%
of CSOA’ memory. In case 9, which is our worst case, the
memory used by DaVinci Sketch is 40.54% of CSOA’ memory.

VI. CONCLUSION

In this paper, we present DaVinci Sketch, which can inte-
grate multiple set measurement tasks within a unified frame-
work. In addition, DaVinci Sketch can simultaneously perform
up to nine different measurement tasks with a single data
structure and a unified operation. We have fully implemented
a DaVinci Sketch prototype. Experimental results verify that
1) DaVinci Sketch can achieve high accuracy in 9 set mea-
surement tasks; 2) DaVinci Sketch can save more memory
(by more than 59%) in multi-task scenarios and achieve high
throughput (more than 23 times faster than other methods).
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